國立交通大學應用數學系

組合數學組演講公告

一、主講人：Prof. Vlady Ravelomanana 
CNRS; University Paris 13
講  題：On some distributed energy-efficient algorithms
時  間：97年11月10日(星期一) 下午1：30 ~ 2：20
摘  要：如附件
二、主講人：Prof. Cyril Banderier
CNRS; University Paris 13
講  題：... and Knuth created the analysis of algorithms
時  間：97年11月10日(星期一) 下午2：30 ~ 3：20
摘  要：如附件

地  點：(光復校區)科學一館223室
茶  會：當天下午3:30科學一館205室
敬請公告

歡迎參加
應用數學系
啟
1. 1:30-2:20 PM, Monday, Nov. 10
Prof. Vlady Ravelomanana (CNRS; University Paris 13) 
On some distributed energy-efficient algorithms 
Abstract:
Radio networks are distributed systems consisting in N radio stations. The stations use a shared channel to communicate. We assume also that time is discretized and in each time slot, a message sent by any station is received by all the others if there is no collision (the underlying graph of communication is complete). Assuming that N is not known by the stations, we design and analyze distributed election protocols with average running time of 
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 and with no station being active for more than 
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time slots. Therefore, a new class of algorithms is set up matching the 
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well-known running time lower-bound but energy-efficient. In the last part of the talk, we will discuss about some more basic protocols (initialization/naming/broadcasting/gossiping ...) whenever the underlying graphs are random (random geometric graphs). 
2. 2:30-3:20 PM, Monday, Nov. 10
Prof. Cyril Banderier (CNRS; University Paris 13)
... and Knuth created the analysis of algorithms 
Abstract:
In 1963, it was the beginning of a revolution in computer science : Knuth begins to analyze a method called linear probing hashing and finds that its effectiveness is linked to a famous feature in number theory, the so-called Q function of Ramanujan (yes, the young Indian genious who died prematurely). Excited by such a link between disciplines hitherto very remote Knuth began clearing a field hitherto little-studied: analysis of algorithms, an area which he literally created and his Volume 1 of "The Art of Computer Programming" appeared 5 years later. This 4 volume bible (see Google search "Knuth" for the fourth) preaches the following credo: to make an effective program, it is often useful to understand what are the underlying combinatorial structures, and in order to study the "typical" properties of them, nothing better than good old mathematics! In fact, algorithms for sorting, storing, multiplications, random generation, optimization, compilation ... have a (worst or average) complexity which is often accessible by mixing tools from number theory and complex analysis. 
This shades new honors on old works going back to Euler, more precisely on "generating functions" which he introduced in 1753 to enumerate the triangulations of a polygon! Counting (accurately or so asymptotically) the number of combinatorial structures (eg trees, graphs, permutations, partitions, words ...) and checking a given property is the essence of "analytic combinatorics", a terminology made famous by the school of Philippe Flajolet & Robert Sedgewick. I will give some examples of trivial problems (once one knows the methods) or still open, and nice applications to graph theory... 
Finally, it is remarkable that, thanks to advances in computer algebra and "road roller" theorems in asymptotics, many algorithms can now be analyzed automatically, thus scientists and mathematicians will become unemployed? I hope to share the beauty of these trips between mathematics and computer science and give you an idea of what allows "analytic combinatorics". 
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